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Abstract

Linguistic coordination—a phenomenon where
conversation partners end up having similar
patterns of language use—has been established
across a variety of contexts and for multiple
linguistic features. However, the study of lan-
guage coordination has been accompanied by a
diverse and inconsistently applied set of mea-
sures and theoretical perspectives. This diver-
sity has significant consequences, as replication
studies have highlighted the brittleness of cer-
tain measures and called influential findings
into question. While prior work has addressed
specific modeling decisions and model types,
linguistic coordination research has yet to fully
examine, synthesize, and critique the space of
modeling choices available. In this work, we
present a framework to organize the linguistic
coordination literature. Using this schema, we
provide a high-level overview of the choices
involved in the measurement process and syn-
thesize relevant critiques. Based on both gaps
and limitations surfaced from this review, we
suggest directions for further exploration and
evaluation. In doing so, we provide the clarity
required for linguistic coordination research to
arrive at interpretable and sound conclusions.

1 Introduction

Linguistic coordination is a general term used
to describe two or more interlocutors adapting
their language to be more similar to one another.1

This phenomenon has been widely studied, with
evidence linking coordination to group cohesion
(Gonzales et al., 2010), performance on joint
tasks (Fusaroli et al., 2012), differences in power

1There are multiple terms that are often used to refer to
versions of this phenomenon, including coordination, accom-
modation, alignment, and entrainment. In linguistics, “coor-
dination” also refers to syntactic structures that link together
multiple elements. Unfortunately there is no single term that
is not overloaded. Here, we follow Danescu-Niculescu-Mizil
(2012), Ben-Haim and Tsur (2021), and others in calling this
“linguistic coordination”, with reference to other terms as ap-
propriate.

(Danescu-Niculescu-Mizil et al., 2012), and rela-
tionship stability (Ireland et al., 2011). Given the
variety of coordination results across domains and
its association with prosocial outcomes, this behav-
ior appears to be important for successfully navi-
gating interactions in daily life.

While there is consensus that coordination is
worthy of investigation, there is no consensus on
the best way to characterize it; to do so, the re-
searcher must make a number of consequential
choices to define, operationalize, and measure this
phenomenon. For example, consider the work of
Danescu-Niculescu-Mizil et al. (2012), who inves-
tigate the link between language coordination and
power. To do so, they identify and quantify linguis-
tic features called function words and feed them
into a mathematical model called SUBTRACTIVE

CONDITIONAL PROBABILITY (SCP) to capture a
form of coordination called Linguistic Style Match-
ing (Niederhoffer and Pennebaker, 2002). While
this methodological pipeline may seem straightfor-
ward, there are many variations on this approach
that can be found in the literature on this topic,
and could have been employed instead. Their work
uses a particular definition of coordination, a choice
that might depend on factors such as disciplinary
context and theoretical assumptions. This defini-
tion is then operationalized and estimated through
a mathematical model. Here, additional choices
arise related to the model input, estimation strategy,
and refinement or validation. It is only after these
choices have been made that Danescu-Niculescu-
Mizil et al. (2012) conclude that coordination is
positively related to power.

Given these degrees of freedom, it is unsurpris-
ing that evidence for coordination effects is still
mixed. Null results have disputed the link between
coordination and interaction quality (Niederhoffer
and Pennebaker, 2002), leadership status (Huffaker
et al., 2006), team performance (Heuer et al., 2020),
and negotiation success (Ireland and Henderson,



2014). Furthermore, replication studies adopting
different modeling decisions have reversed prior
findings linking coordination to power (Gao et al.,
2015; Xu et al., 2018). In addition to contradic-
tory results, a lack of methodological agreement
makes it difficult to compare findings and disentan-
gle measurement decisions from empirical results.
Given the numerous schools of thought with little
cross-over, there is no unified framework for under-
standing the methodological choices in play and
their connection to theoretical assumptions.

In this work, we systematize linguistic coordi-
nation research to address the lack of agreement
and replicability in this domain. To do so, we first
outline prior work (§2), the scope of our review
(§3), and relevant theoretical background (§4). We
then introduce a framework used to disentangle
the modeling and estimation choices available to
researchers (§5), and synthesize critiques of the
linguistic coordination literature (§6).

By systematizing the space of potential choices,
we make three principal contributions. First, we
provide the background necessary for scholars who
are new to this area to successfully choose and
apply a method to a corpus of interest. Second, we
articulate key shortcomings of this literature that
enable readers to critically evaluate research in the
linguistic coordination domain. Finally, we suggest
promising areas for future research based on gaps
in the current literature and recent advances in NLP.

2 Prior Work

Xu and Reitter (2015) consider three measures of
linguistic alignment and evaluate them across cri-
teria such as sensitivity to alignment, normality of
distribution, and consistency across lexical and syn-
tactic alignment types. Arnet et al. (2024), Xu et al.
(2018), and Gao et al. (2015) focus on linguistic
style matching (LSM; see §4), providing critiques
surrounding bias and confounding resulting from a
failure to properly model conversation turn-length.
Doyle et al. (2016) cut across the LSM and linguis-
tic alignment spaces and provide simulation tests
for four commonly used measures.

While informative, this prior work has typically
provided brief reviews as background material in
the context of introducing a new method. This
has limited the discussion to a small number of
modeling details rather than a high-level overview
summarizing the choices available at each step of
the measurement process. Furthermore, the cri-

tiques offered by this literature are disjointed and
have yet to be fully synthesized. To address this
narrow scope and lack of standardization, we inte-
grate existing measures and critiques under a broad
framework that encapsulates far more variation in
modeling approach. Such an approach allows re-
searchers to easily parse extant literature for the
purposes of applying, critiquing, or extending en-
trainment methods.

3 Scope of Review

In order to produce a coherent, parsimonious, and
self-contained review, we bound our space of inter-
est significantly. First, we focus on papers that ex-
plicitly introduce coordination methods or critique
existing methods, as our primary goal is to cover
the diverse space of modeling choices and their im-
plications. In the same vein, we select measures on
the basis of their methodological innovation, even
if they have not witnessed wide-scale adoption in a
particular research domain. Finally, we focus our
attention towards the field of natural language pro-
cessing, conducting a thorough review of methods
in this space through a comprehensive search of the
Association for Computational Linguistics (ACL)
anthology (see Appendix A for more details).

In addition to these inclusion criteria, we further
bound our review by excluding certain research
domains. We first exclude studies of coordination
with respect to auditory features (e.g. pitch, intona-
tion) and movements (e.g. gestures, posture, gaze),
opting to focus solely on models using text as in-
put. There has been extensive work regarding these
modalities of coordination, requiring theoretical
and pragmatic considerations beyond the scope of
this review (Levitan and Hirschberg, 2011; Pardo,
2006; Mousset et al., 1996; Chartrand and Bargh,
1999). In addition, we exclude any measure that is
not designed for language freely produced between
two or more speakers. This criterion eliminates
the large body of experimental work on syntactic
priming employing techniques such as sentence
completion tasks (Branigan et al., 1999) and pic-
ture description tasks (Gries, 2005). For a similar
reason, studies focusing on human-agent interac-
tion are also excluded.

4 Theoretical Background

Computational Research regarding linguistic coor-
dination is rooted in theoretical frameworks that
guide the hypotheses and assumptions of interest.



In this section, we give a brief overview of these
frameworks in order to properly contextualize our
focus on modeling choices.

4.1 Communication Accommodation Theory
Communication Accommodation Theory (CAT)
seeks to explain how social factors influence the
propensity of individuals to adapt (i.e. accom-
modate) their behaviors to one another (Giles
et al., 1991). Originally formulated exclusively
for speech (SAT), this theory grew to encompass
accommodation with respect to other factors such
as posture (Condon and Ogston, 1967), facial ex-
pression (Hale and Burgoon, 1984), and laughter
(Bilous and Krauss, 1988). Accommodative be-
haviors are broadly thought to result from a de-
sire for social approval, though factors such as cul-
tural norms (White, 1989) and instrumental goals
(van den Berg, 1985; Taylor et al., 1978; Danescu-
Niculescu-Mizil et al., 2012) are also considered.
Dis-accommodation, on the other hand, is said to
result from identification with a desirable out-group
(Giles et al., 1991), a desire which may be height-
ened in contexts where group identity is threatened
(Bourhis, 1979).

Closely related to CAT is the phenomenon of
Linguistic Style Matching (LSM) (Niederhoffer
and Pennebaker, 2002). This conceptual frame-
work adopts the framing of CAT (among other
theories; Byrne, 1997), but provides a specific
operationalization of coordination in language. In
particular, LSM identifies style as the most relevant
linguistic construct of interest and captures this con-
struct using function words. This is largely moti-
vated by research demonstrating that function word
usage is largely subconscious and is associated
with numerous psychological correlates (Chung
and Pennebaker, 2007). If function word usage is
coordinated between speakers at the turn or conver-
sation level, LSM is said to occur. As part of our
review, we further interrogate how the theoretical
concept of LSM is measured in practice.

4.2 Interactive Alignment Model
The Interactive Alignment Model (IAM) was pro-
posed by Pickering and Garrod (2004), and seeks
to explain the mechanism(s) through which mutual
understanding is developed in conversation. In par-
ticular, the IAM offers an automatic priming-based
explanation for coordination in dialogue such that
usage of a linguistic construct by one speaker in-
creases the likelihood of this construct being used

by the other speaker. Unlike LSM, the IAM con-
siders many types of priming, including low and
high-level constructs such as lexical, syntactic or
semantic representations. Unlike CAT, this theory
largely ignores social factors in favor of a more
cognitive approach to coordination. This theory
has been operationalized through a number of mea-
sures, and our review seeks to clarify how modeling
choices impact what is actually being measured.

5 Categorizing Measures of Linguistic
Coordination

From the literature, we identify 25 distinct meth-
ods for measuring linguistic coordination. To
summarize these measures compactly and distin-
guish between key similarities and differences, we
group these methods according to several criteria
that align with important choices in the modeling
pipeline. We now provide an explanation of each
criterion and survey the space of possible modeling
decisions, culminating in a handful of approaches
that generalize from the many specific examples.

5.1 Measurement Target

Although there is broad agreement that coordina-
tion concerns similarity of language between speak-
ers, more precise language is needed to develop a
concrete measurement approach. To do so, we
adopt the framework of Levitan and Hirschberg
(2011), who introduce proximity, convergence, and
synchrony as specific types of coordination.

Proximity occurs when speakers are close with
respect to a specific linguistic feature over an en-
tire conversation or series of turns. This could
result from a decision or subconscious reflex to
adapt one’s language before the first utterance has
occurred, perhaps due to social factors such as so-
cial distance, status, or power (Danescu-Niculescu-
Mizil et al., 2012; Soliz et al., 2021). Convergence
refers to a setting where proximity increases over
a series of turns or an entire conversation. This
can occur as a result of speakers coordinating their
language, such as when developing a common lexi-
con to achieve a shared task (Pickering and Garrod,
2004; Fusaroli et al., 2012). Finally, synchrony is
localized to the conversation-turn level, and relies
not on the raw distance between speaker quanti-
ties but on their relative changes. If, as a general
pattern, one speaker’s increase in a feature relative
to their baseline is associated with an increase in
another speaker’s feature relative to their baseline,



Name Measurement Target Gen. Framework Estimator Type Form Input Features Publication
LSM Correlation Synch., Prox. Metric Model output Sim. fw count Niederhoffer and Pennebaker (2002)
Word Mover’s Dist. Prox. Metric Model output Sim. neural embeddings Nasir et al. (2019)
LSM Canberra1 Prox. Metric Model output Sim. fw rate Gonzales et al. (2010)
LSM Canberra2 Prox. Metric Model output Sim. fw rate Ireland and Pennebaker (2010)
LSM Canberra3 Prox. Metric Model output Sim. fw rate Müller-Frommeyer et al. (2019)
LSM Canberra4 Prox. Metric Model output Sim. fw rate Arnet et al. (2024)
LSM Canberra5 Prox. Metric Model output Sim. fw rate Müller-Frommeyer and Kauffeld (2022)
Ling. Accom. Prox. Metric Model output Sim. fw rate Jones et al. (2014)
Entrainment1 Prox. Metric Model output Sim. high freq. word rate Nenkova et al. (2008)
Entrainment2 Prox. Metric Model output Sim. high freq. word count Nenkova et al. (2008)
Embedding Sim1 Prox., Synch., Conv. Metric Model output Sim. neural embeddings Kejriwal and Beňuš (2023)
Embedding Sim2 Prox., Conv. Metric Model output Sim. neural embeddings Xu (2021)
Perplexity Prox. Metric Model output Sim words Weise and Levitan (2018)
KL Divergence Prox. Metric Model output Sim. word counts Weise and Levitan (2018)
Graph Similarity Prox., Conv. Metric Model output Sim. word graphs Mehler et al. (2010)
Latent Sem. Sim. Prox. Metric Model output Sim. word counts Babcock et al. (2013)
LA Fusaroli Prox. Discriminative Model output CP word presence Fusaroli et al. (2012)
LA Wang Prox. Discriminative Model output CP word, syntax presence Wang et al. (2014)
SCP Synch. Discriminative Model output CP fw presence Danescu-Niculescu-Mizil et al. (2012)
SCI Synch. Discriminative Model output CP fw presence Gao et al. (2015)
Reg. Xu Synch. Discriminative Model parameter RCP fw presence; fw count Xu et al. (2018)
Reg. Reitter Synch. Discriminative Model parameter RCP syntax presence Reitter et al. (2006)
HAM Synch. Generative Model parameter BCP high freq word presence Doyle et al. (2016)
WHAM Synch. Generative Model parameter BCP high freq. word presence Doyle and Frank (2016)
Hawkes Process Prox. Generative Model parameter BCP word counts Guo et al. (2015)

Table 1: Each of the reviewed methods is categorized according to the factors discussed in Section 5. Measurement
target describes the concept that the measure is targeting. Generative framework dictates what assumptions are
made about the data generating process. Estimator type describes whether the estimator is a parameter within a
model or the output of one. Functional form categorizes measures into abstract mathematical forms through which
the model achieves a measurement outcome. Input Features articulates the inputs into the model such as function
words (fw) or syntactic structures (syntax).

synchrony is said to be present. The definition and
construction of each speaker’s personal baselines
are discussed in Appendix B.

As shown in Table 1, most measures quantify the
proximity of speakers, typically by implementing a
simple similarity or distance function. Synchrony
is less common than proximity, and is often quanti-
fied by adding some control or baseline term that
measures whether speakers are the same distance
from their baseline at the same point of a conversa-
tion. Notably, convergence is quite uncommon as a
measurement target and was studied by only three
approaches in our review.

5.2 Generative Framework
All coordination measures compare features from
two speakers, but approaches differ concerning how
they model the process assumed to be generating
these features. To differentiate along this axis, we
group models into the metric, generative, and dis-
criminative categories. This is important because
it determines the quantity used to measure coordi-
nation and the framework in which that quantity is
understood. A metric approach does not model the
data generating process (DGP), whereas generative
approaches model the full DGP (i.e. the text from
both interlocutors). Discriminative approaches sit
in-between, modeling one speaker’s features as a
random variable and the other’s as given.

Metrics are typically simple and provide inter-
pretable descriptions of the data. While generative

approaches are often more complicated, they offer
three distinct advantages. First, one can sample
from the fitted model and evaluate the plausibility
of this generated data vis-a-vis the real data (i.e. a
posterior predictive check). Second, one can inte-
grate additional variables into this generative pro-
cess to answer specific theoretical questions. Third,
one can leverage existing estimation and inferential
results to reason about the assumptions, efficiency,
and unbiasedness of the estimator. Discriminative
methods retain the latter two advantages of a fully
generative approach, but do not support full poste-
rior predictive checks, given that co-variates have
no distribution from which to sample.

The coordination measures discussed in this re-
view span across the generative frameworks out-
lined above. An example of a metric approach is
the widely used LSM CANBERRA measure, which
has several variants. The most basic form from Ire-
land and Pennebaker (2010) is given by the equa-
tion

sc = 1− |f1
c − f2

c |
(f1

c + f2
c + α)

, (1)

where fp
c is the proportion of words in speaker

p’s transcript that belong to a particular function
word category c, α is a positive smoothing constant
(preventing division by zero), and sc is the simi-
larity between speakers for category c. In contrast,
the popular SCP model introduced by Danescu-
Niculescu-Mizil et al. (2012) takes a discriminative



approach of the form

∆c = p(1c[W
2
n ] | 1c[W 1

n ])− p(1c[W
2
n ]), (2)

where 1c[W
p
n ] is an indicator for whether speaker p

uses a function word in class c in their nth conver-
sation turn, and ∆c(n) is the difference between
the speaker’s probability of using such a term given
that the other speaker did in the previous utterance,
minus their baseline probability of doing so. Here,
speaker 2’s function word usage is estimated as a
probabilistic quantity whereas speaker 1’s usage
is treated as given. Doyle et al. (2016) and Guo
et al. (2015) both offer fully generative, Bayesian
models that embed assumptions about the DGP and
use existing estimation and inference strategies.

5.3 Estimator Type

A similar but non-overlapping distinction between
measures is whether the estimator of interest is a
parameter in a model or a quantity calculated as
the output of a model or metric. This considera-
tion is important because it constrains the types of
models one is able to employ and how one does
so. When estimating the output of a model or met-
ric, we care about modeling details only insofar
as they improve our ability to reliably produce an
unbiased estimate efficiently. For example, Weise
and Levitan (2018) present a coordination mea-
sure based on the perplexity of utterances estimated
with a tri-gram language model. Because a model-
output estimator is used, this model could easily
be swapped for a more complex, predictive model
while maintaining the same estimator of interest
(i.e. perplexity). Broadly, these estimators allow us
to leverage “black box” models for their predictive
power while sacrificing some specificity about how
the estimator should be interpreted.

These considerations are reversed when the es-
timator of interest is a parameter within a model.
Although we lose the model-agnostic property, we
typically gain a better understanding of how our
estimator fits into the DGP. In the HIERARCHI-
CAL ALIGNMENT MODEL (HAM), for example,
coordination is estimated as a parameter represent-
ing the change in probability of speaker 2 using a
function word given that speaker 1 uses a function
word (Doyle et al., 2016). Because the DGP is
modeled such that each parameter has a theoretical
significance, there is far more clarity concerning
the assumptions being made. This interpretable ap-
proach also allows Doyle et al. (2016) to integrate

social groups into their model explicitly and test
specific theoretical hypotheses.

5.4 Input Features
Models for linguistic coordination typically gen-
erate input features by extracting numerical quan-
tities from strings of text. Importantly, this pro-
cess often narrows one’s coordination measure to
a particular linguistic aspect of interest. For exam-
ple, style is captured using the count or presence
of words falling into different function word cat-
egories in the LSM literature. Likewise, form is
captured by extracting parsed syntactic construc-
tions, drawing on psycholinguistic work in the syn-
tactic priming domain (Bock, 1986; Gries, 2005).
Other methods operate over the entire set of words
uttered, capturing general lexical coordination or a
broader, non-specific aspect of language (e.g. LA
WANG, LA FUSAROLI, PERPLEXITY, EMBED-
DING SIMILARITY in Table 1).

In addition to capturing linguistic constructs of
interest, feature extraction requires the researcher
to decide whether they will work at the turn level or
the conversation level. Conversation-level features
are extracted from each speaker’s entire conver-
sation transcript. In contrast, turn-level features
are extracted from only single utterances, though
conversation-level estimates are often constructed
from aggregating this turn-level information. Fur-
ther implications of this important decision are dis-
cussed in Section 6.2.

5.5 Features, Notation, and Functional Form
Linguistic coordination measures are ultimately
expressed through a mathematical function that
takes one or more features as input. Though each
measure captures coordination in some form, the
specific choices made in doing so have significant
impacts on the validity of one’s measurement (Sec-
tion 6). Prior work has yet to abstract away from
specific functions and inputs to better generalize
over this space of possible modeling choices. We
now address this gap by introducing a set of four
functional forms within which our reviewed meth-
ods are categorized.

To introduce our functional form categories, we
first define the standardized notation used to ex-
press them. For a given Featurepn of interest, the
superscript p indexes the speaker that this feature
is associated with, and the subscript n indexes
the conversation turn. For example, Feature1n and
Feature2n refer to feature values for adjacent conver-



sation turns from speakers 1 and 2. By convention,
we label speakers in order of their first turn, so that
speaker 1’s nth turn precedes speaker 2’s. To de-
scribe the precise details of diverse coordination
methods, we introduce additional notation in Ap-
pendix E.

Similarity: Sim(Feature2n, Feature1n)
Norm(Feature2n, Feature1n)

(3)

Conditional Probability:

p(Feature2n|Feature1n)− Baseline(Feature2n) (4)

Regressive CP:

Feature2n ∼ Feature1n + Control1n+

Control2n + Baseline1 + Baseline2 (5)

Bayesian CP:

Feature2n ∼ Distribution1(θ, Feature1n),

Feature1n ∼ Distribution2(ψ) (6)
Each measure presented in our review is cap-

tured by one of four abstract functional-forms.
These forms describe the mathematical equation(s)
used to quantify coordination. In addition, each
form also coincides with a set of decisions regard-
ing the researcher’s generative framework (Section
5.2), and estimator type (Section 5.3). We now
describe each form, identify its connection to the
other choices in our framework, and provide a con-
crete example from Table 1. Additional modeling
details and equations can be found in Appendices
B, E, and F.

The Similarity functional form describes meth-
ods that use a simple similarity (or distance) func-
tion to compare speakers and do not model the
process generating these features (i.e. the DGP).
Measures in this category are exclusively metrics
that use the output of a model as their estimator.
One widely used example of this functional form is
LSM CANBERRA, which was introduced in §5.2.
This approach uses the absolute difference in func-
tion word rates between speakers as the Sim() func-
tion from Eq. 3 and the sum of their function word
rates as the Norm() function. A number of vari-
ants have also been proposed due to disagreement
over the level at which to extract features (i.e. con-
versation, speaker-turn, sentence; Ireland and Pen-
nebaker, 2010; Müller-Frommeyer et al., 2019; Ar-
net et al., 2024) and as extensions to more than two
speakers (Gonzales et al., 2010; Müller-Frommeyer
and Kauffeld, 2022).

Measures in the Conditional Probability cate-
gory model the probability of speaker 2’s feature(s)
conditioned on speaker 1’s feature(s), which are

treated as fixed. Approaches with this functional
form are therefore discriminative and use the model
output as their estimator. The influential linguistic
alignment model from Wang et al. (2014) belongs
to this category and is estimated as the probability
of speaker 2 using a given word or syntactic struc-
ture w in turn n conditioned on speaker 1 having
done so, divided by the length of speaker 1’s turn:

LA Wang =
p(w ∈ W 2

n | w ∈ W 1
n)

|W 1
n |

(7)

We use the Regressive Conditional Probability
(RCP) category to describe regression approaches
that estimate coordination as a model parameter
and employ a discriminative probabilistic frame-
work. Xu et al. (2018) provide a simple example
of a model in this category. In their approach, coor-
dination is estimated with a regression coefficient
modeling the relationship between speaker 1’s bi-
nary function word usage and speaker 2’s probabil-
ity of using a function word:

Reg. Xu: logit(1c[W 2
n ]) = β0 + β11c[W

1
n ] (8)

Here 1c[W
p
n ] serves as an indicator function for

whether speaker p used a function word in class c
in their nth conversation turn. As shown in Eq. 5,
the RCP functional form is flexible and allows for
a number of additional covariates to be integrated
into the model by the researcher.

Finally, Bayesian Conditional Probability de-
scribes a flexible set of approaches that esti-
mate coordination as a parameter in a Bayesian
model. These measures are thus generative, model-
parameter estimators. The flexibility of this ap-
proach is demonstrated by Guo et al. (2015), who
integrate Bayesian language modeling and the
Hawkes process (Hawkes, 1971) to create a com-
plex new model of mutual excitation in language.
As demonstrated through this example, researchers
using this functional form have the distinct opportu-
nity to leverage longstanding Bayesian approaches
to modeling text data (Blei et al., 2003; Teh, 2006).

As described above, our functional forms
broadly align with specific choices of generative
framework and parameter type. This list of choices
is non-exhaustive, and a series of more subtle de-
cisions determine how one normalizes to account
for factors such as length or word frequency, and
how one employs baselining to capture synchrony
rather than proximity. These details are further
elaborated in Appendix B. Ultimately, careful con-
sideration must be given to choices across many



levels of abstraction to ensure conceptually and
mathematically valid estimation.

6 Critiques

The diversity and quantity of linguistic coordina-
tion measures has resulted in disagreement con-
cerning measurement constructs and the most ap-
propriate way to capture them. Having summarized
important modeling choices, we now synthesize the
main critiques and points of contention within the
linguistic coordination literature, which we group
into four main categories.

6.1 Conflicting Definitions of Coordination

One difficulty in organizing and discussing defini-
tions of linguistic coordination is an abundance of
theories, terms, and methods that are applied incon-
sistently (Doyle et al., 2016; Müller-Frommeyer
et al., 2019; Paxton and Dale, 2013). For exam-
ple, Niederhoffer and Pennebaker (2002) specify
that they are not measuring synchrony, but define
a measure that clearly captures synchrony under
Levitan and Hirschberg (2011)’s framework.

In the case of LSM, synchrony and proximity
measures have both been applied without recog-
nition of the conflicting nature of these two mea-
surement targets. As demonstrated by Doyle et al.
(2016), this is highly problematic, as synchrony and
proximity may be inversely related in some cases.
Furthermore, the notion of an increased proximity
throughout the conversation (convergence) is sug-
gested by both the CAT (Giles et al., 1991; Soliz
et al., 2021) and IAM (Pickering and Garrod, 2004)
theories, yet only three measures for convergence
were identified in our review. In future work, re-
searchers can mitigate these concerns by precisely
defining their measurement target and theoretical
justification before introducing a mathematical op-
erationalization.

6.2 Temporal Assumptions

Conversations evolve over time, and thus form time
series created by each speaker’s reliance on past
utterances (Pickering and Garrod, 2004; Müller-
Frommeyer et al., 2019). As described in Section
5.5, these complex temporal dependencies are typi-
cally simplified during feature extraction when the
researcher decides to either 1) concatenate utter-
ances to form speaker-level transcripts or 2) work
at the utterance level. While concatenation may
result in more precise estimates by pooling more

data, it ignores all temporal dependency. This pre-
vents the researcher from studying synchrony or
convergence, obscuring key turn-level phenomena
proposed by the IAM and CAT theories (Müller-
Frommeyer et al., 2019). While turn-level mea-
sures can identify temporal effects such as priming
(Reitter et al., 2006), estimation at this level may
result in noisy estimates or bias due to short turns
(see Section 6.3). Furthermore, these approaches
typically assume that each utterance is indepen-
dent after conditioning on the preceding utterance,
which is likely insufficient to model the true com-
plexity of conversation.

6.3 Bias

A significant hindrance to any measure’s validity
is bias, which results when an estimate’s expected
value is not equal to its true value. This means
that even if one’s theoretical assumptions and data
collection processes are perfect, they are unable to
recover the true value of the phenomenon they seek
to measure, on average. Unfortunately, simulation
data has suggested bias in linguistic coordination
measures such as LSM CANBERRA, LA WANG,
SCP and HAM. Furthermore, this bias is exacer-
bated for extreme word frequencies and ground-
truth coordination values (Doyle et al., 2016). Ad-
ditional evidence has investigated the potential for
bias when applying the LSM CANBERRA measure
to short, utterance-level data. Here, Arnet et al.
(2024) find that utterances with approximately the
same ground-truth coordination can vary by up to
0.15 in their estimate solely as a function of ut-
terance length.2 While this research has begun to
describe instances of bias and their causes, more
work is required to fully address these issues across
the full spectrum of coordination measures.

6.4 Confounding

Even if a measure is unbiased for simulated data,
there is no guarantee that coordination measure-
ments represent truly causal relationships in real-
world data. This issue arises when one would like
to measure the relationship between two things
(e.g. function word rates), but there exists a com-
mon cause behind both of these variables. This
common cause is known as a confounder and can
convince researchers of false-positive effects if not
carefully accounted for.

2This applies to the LSM CANBERRA estimator, which
has a range of (0, 1).



One such confounder arises when raw function
word counts are used as input features, rather than
length-normalized word rates (Appendix Section
B). In this setting, utterance length can act as a com-
mon cause of the word counts for both speakers
and the researcher can falsely identify coordination
of function words when in fact the true coordina-
tion occurs between utterance lengths (Gao et al.,
2015; Xu et al., 2018). Confounds can also arise in
observational data due to the context in which two
speakers interact. For example, speaking partners
with similar speaking patterns may be identified
in data simply because they share an identity char-
acteristic that makes them more likely to interact
(Doyle et al., 2016). Rather than interaction caus-
ing coordinated dialogue, the identity characteristic
acts as a common cause of both speaking patterns
and interaction probability in this scenario.

Unfortunately, the absence of confounders in
observational data cannot be empirically demon-
strated and is always predicated on theoretical as-
sumptions (Angrist and Pischke, 2009). Scholars
can, however, take the approach of Doyle et al.
(2016) and Gao et al. (2015) and reason about plau-
sible confounders such as length and conversation
context. Accounting for these confounders and oth-
ers is the first step in ensuring the validity of one’s
causal claims outside of an experimental setting.

7 Discussion

As with all classification systems, our framework
for linguistic coordination measures is inherently
incomplete and subject to dispute and limitations.
Due to the scope of our review, we were unable
to consider measures for prosodic entrainment us-
ing audio features. Models in this domain have
clear relevance to coordination and would have po-
tentially increased the breadth of our framework.
We were also unable to fully review every aspect
of each measure due to limitations of parsimony
and space. Aspects such as directionality, dyadic
versus group communication, and feature extrac-
tion methods all present distinct challenges worthy
of consideration. Furthermore, the methodologi-
cal research under review frequently cited multiple
overlapping and potentially conflicting theoretical
bases for modeling decisions. For this reason our
review was unable to fully disentangle the relation-
ship between models such as the IAM and CAT,
and the approaches used to implement them.

Our review revealed a number of methodological

approaches that warrant further exploration. Tri-
gram language models were employed by Weise
and Levitan (2018), but advances in the predictive
capabilities and contextual nuance captured by gen-
erative language models offer an opportunity to
better model the perplexity of language. Future ap-
proaches may attempt to isolate or disentangle the
type of coordination represented by these models to
engage more directly with conventional approaches
focused on syntactic and lexical priming.

As discussed in Section 6, another potential area
for improvement involves designing models for
complex temporal dependencies. One potential
direction is the extension of classical time-series
methods to this domain. For instance, vector autore-
gressive (VAR) models can be used to infer the re-
lationship between lags across multiple time-series
and have been widely applied in economics (Lütke-
pohl, 1991; Sims, 1980). Dynamic Bayesian Net-
works offer a similar approach but under a Bayesian
inference framework (Dagum et al., 1992). In light
of their ability to model complex temporal phenom-
ena, neural approaches such as recurrent neural net-
works and transformer-based models could also be
leveraged to estimate the influence between two
or more speakers. Recent work has extended such
models to infer interactions in dynamic graphs, but
further inquiry is required to demonstrate the fea-
sibility of these models in the context of linguistic
coordination (Li et al., 2024; Wu et al., 2024; Wang
et al., 2025).

Finally, our review found only three models for
linguistic convergence—an increase or decrease in
proximity throughout the course of a conversation.
This suggests a methodological underdevelopment
with respect to this phenomenon that warrants fur-
ther inquiry and research.

While modeling choices require careful consider-
ation of one’s specific context, we now offer some
general recommendations for those looking to ap-
ply linguistic coordination methods in their work.
With respect to generative framework (Section 5.2),
generative and discriminative approaches both have
clear advantages over metrics. This is due to their
(at least partial) modeling of the DGP, which allows
them to communicate their assumptions clearly,
leverage pre-existing modeling approaches, and
sample data for posterior predictive tests.

For estimator types (Section 5.3), model out-
put estimators allow for the usage of less inter-
pretable yet highly predictive models; however,



model parameter estimators are often more inter-
pretable and allow one to reason about the entire
DGP. While functional form is a secondary con-
cern, one must be prudent that their model properly
controls for extraneous linguistic factors and avoids
common types of bias. A Hierarchical Bayesian
model such as HAM meets many of these criteria,
as it is generative, utilizes a parameter within an
interpretable model, and is unbiased with respect
to word frequency (Doyle et al., 2016). Likewise,
the regression approach from Xu et al. (2018) pro-
vides a discriminative, model-parametric estimator
that properly controls for length confounding. De-
spite these two recommendations, comprehensive
testing is still required to analyze the robustness
and unbiasedness of these models when measuring
proximity, synchrony, and convergence. Further-
more, more work is needed to expand the space of
linguistic convergence models as well as models
that incorporate multiple types of linguistic coordi-
nation simultaneously.

8 Conclusion

In this review, we introduce a framework character-
izing significant axes of variation in linguistic coor-
dination measures. This schema considers measure-
ment target, generative framework, estimator type,
and functional form, discussing which choices are
most common and how they impact the measure-
ment approach. We then offer a set of critiques
related to definitions of coordination, temporal as-
sumptions, bias, and confounding, demonstrating
many threats to validity in the linguistic coordina-
tion literature. Finally, we suggest directions for
future work, including integrating insights from
time-series modeling, and additional systematic
comparison of methods using real or simulated data.
We find that there is much room for improvement
of linguistic coordination measures, and that atten-
tion to key modeling choices and common critiques
is crucial in developing these new approaches.

Limitations

As discussed above, this review contains several
limitations with respect to scope, coverage, the-
ory, and implications. Although there are poten-
tially fruitful links between linguistic coordination
in audio and textual data, we have not included
studies focused on audio data in this review, as it
would have expanded the scope too much. Sim-
ilarly, while any linguistic coordination method

could be applied to experimental settings, includ-
ing for human-computer interaction, we chose not
to review this literature, as our focus was on models
developed for studying naturalistic speech.

For similar reasons, we have not provided in-
depth treatments of the theoretical background rel-
evant to this work, or details of the substantive
findings made using these methods. Although such
information is relevant to users of these methods,
the focus here is on the details of the methods them-
selves. An additional limitation results from the
selected papers’ focus on English as a language of
study. Verification that each method behaves simi-
larly when applied to other languages is critical to
expand the scope and applicability of this work.

Finally, while the dimensions of variation we
have identified have helped to surface the main
types of approaches used to study linguistic coor-
dination, there are other dimensions along which
these methods could have been discussed, such
as choices made around confounding factors. De-
pending on the applications, others might place
emphasis on different aspects, but we hope that
the details provided in the Appendix will still be
helpful for identifying relevant work.
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Appendix

A Searching the ACL Anthology

To ensure coverage of linguistic coordination mea-
sures within the natural language processing disci-
pline, we conducted a search of the ACL Anthol-
ogy. This search was comprised of keywords “Lin-
guistic Style Matching”, “Linguistic Alignment”,
“Entrainment”, “Accommodation”, and “Linguis-
tic Coordination”. We then compiled the papers
returned by this search and selected a reading list
according to methodological innovation, citation
count, and relevance to the criteria listed in Sec-
tion 3. Our initial list was comprised of 75 papers,
and our deeper reading list was then narrowed to
roughly 30 papers, with rolling additions and dele-
tions upon closer reading and review.

B Further Model Considerations

Here, we introduce additional modeling consid-
erations surrounding normalization and baselines.
These two considerations are incorporated differ-
ently across different measures, but ultimately en-
sure that a mathematical equation is better measur-
ing the construct it purports to.

B.1 Normalizing for Length and Frequency

Normalization terms are often employed to account
for utterance length and word-frequency. Utterance
length must be considered to avoid estimating turn
length in lieu of word frequency. For example, a
function word w will likely appear more in a turn
with 100 words than 10. If one counts w with-
out accounting for the length of the utterance(s)
in which it occurred (e.g., Niederhoffer and Pen-
nebaker, 2002), there is a clear confound between
the count of w and the length of the turns it’s used
in. This issue can be accounted for by employ-
ing rates as an input feature rather than raw counts
(e.g., Ireland and Pennebaker, 2010), adding a divi-
sor to an equation using raw counts (e.g., Xu et al.,
2018), or by incorporating length as a covariate
in a Regression approach (Fusaroli et al., 2012;
Wang et al., 2014). Although length normalization
is important in reducing confounding (Section 6.4;
Appendix Section D), it must be applied carefully
to avoid producing a biased estimator, especially
when using short conversation turns (Section B).

Normalization terms are also applied to account
for the the overall frequency of a given linguis-
tic construct. Continuing with the example from

above, speaker 1 may have a rate for w that is 0.2
higher than speaker 2; however, this difference in
rates is more meaningful if the overall frequency
of w for speaker 1 and speaker 2 is 0.01 rather than
0.10 (i.e. w is a low vs. high frequency word). By
normalizing for function word rate, one achieves
“frequency sensitivity” (Müller-Frommeyer et al.,
2019), a property allowing one to compare coordi-
nation measures across linguistic constructs with
varying frequencies (Doyle et al., 2016).

B.2 Targeting Synchrony through Baselining

Whereas proximity refers to simply the distance
between features for speakers 1 and 2, synchrony
captures a more subtle phenomenon of repeated,
parallel movement in adjacent conversation turns
(Section 5.1). In modeling terms, synchrony is typi-
cally captured as a proximity measure with an addi-
tional baseline term. In this formulation, synchrony
is defined as similarity in features for speaker 1 and
speaker 2, relative to their personal baseline across
the entire conversation. Even when two speakers
do not have similar feature values, if their features
are similarly offset from their baselines in adja-
cent turns, then synchrony has occurred within this
measurement framework.

The clearest example of this operationalization
is Danescu-Niculescu-Mizil et al. (2012)’s SCP
measure. Here, speaker p’s baseline probability
of using function word w is subtracted from their
probability of using w conditioned on speaker p′

(where p ̸= p′) having done so. Xu et al. (2018)
also employ a synchrony measure in their replica-
tion of this work, in their case using a regression
model where speaker p’s baseline usage of w is
controlled for as a covariate.

While Levitan and Hirschberg (2011) introduce
synchrony as a “relative coordination” between
speaking partners, they do not define what this
coordination is relative to. In practice, the syn-
chrony measures in our review all employ a con-
stant, conversation-level baseline for each speaker
as their reference point; however, the assumption
that this baseline is constant over time may or
may not reflect the underlying structure of the data.
If, for example, speakers have baseline rates that
change throughout a conversation, then it is no
longer appropriate to deploy static baselines against
which to measure synchrony. At present, it appears
that this consideration is lacking from the coor-
dination literature and is a potential area for fur-



ther investigation. The use of baselines also raises
the question of how to estimate them, which itself
presents additional issues of conceptualization and
measurement.

C Bias in Coordination Measures

Coordination Strength and Marker Frequency
Doyle et al. (2016) provide evidence of bias for
varying combinations of marker frequency and
alignment strength. To do so, they create simula-
tion data with a predetermined degree of coordina-
tion, and attempt to recover this ground-truth value
with the LSM CANBERRA, LA WANG, SCP, and
HAM estimators. These simulations reveal that,
with the exception of HAM, coordination measures
are not robust to changes in marker frequency. As
noted by Doyle and Frank (2016), this likely re-
sults from a failure to appropriately normalize for
this factor, an issue that has also been raised by
Müller-Frommeyer et al. (2019) and Ireland and
Pennebaker (2010). For further discussion on this
type of normalization, see Appendix B.

Doyle and Frank (2016)’s simulation data also
reveal bias with respect to a range of ground-
truth coordination values for the SCP, LA WANG,
and LSM CANBERRA measures. In these cases,
a linear change in the amount of ground-truth
coordination may result in a highly non-linear
change in the amount of coordination reported by
these measures—resulting in drastic over or under-
estimations.

Rather than an insurmountable instance of bias,
however, this finding primarily reflects disagree-
ment surrounding the scale on which to measure
linguistic coordination (Doyle and Frank, 2016).
Indeed, there is still widespread disagreement sur-
rounding the appropriate “unit” with which to
measure coordination, with various authors using,
for example, probability (Danescu-Niculescu-Mizil
et al., 2012), information content (Gao et al., 2015),
or correlation (Niederhoffer and Pennebaker, 2002).
Without standardizing this decision, any simulation
is bound to identify bias when testing a method that
measures coordination with respect to a different
scale.

Length Arnet et al. (2024) demonstrate bias of
the LSM CANBERRA measures when applied to
short utterances. This implies that for the same
coordination strength, estimates can vary drasti-
cally depending on the length of text used to es-
timate them. Using random pairs of equal-length

utterances, Arnet et al. (2024) find that LSM CAN-
BERRA increased by over 0.15 when increasing
turn-length from 21 to 320 words. This is fur-
ther evidenced by Müller-Frommeyer and Kauffeld
(2022)’s finding that for the same pair of speak-
ers, LSM CANBERRA is much higher when calcu-
lated on the concatenated text from two speakers
(i.e. Table 1: LSM Canberra1,2) versus an aver-
age of their turn-level LSM scores (i.e. Table 1:
LSM Canberra3,4,5). As discussed by Arnet et al.
(2024), this problem results from discrete approxi-
mations of function word rates combined with an
estimator that is non-linear with respect to these in-
puts. For short messages, estimated function word
rates can only take on a very limited set of dis-
crete values, which (in most cases) either under or
overestimate the true function word rate of interest.
When fed into a non-linear function, under- and
over-estimates of the same magnitude are no longer
equivalent, so estimates do not “average out” to the
true coordination value. For longer turns, function
word rates are more faithfully approximated, which
minimizes this problem.

D Confounding

Length The first source of confounding in the
coordination literature is turn-length, which has
been discussed as a critique of Danescu-Niculescu-
Mizil et al. (2012)’s study that established a link
between function-word synchrony and status. In a
replication study, both Gao et al. (2015) and Xu and
Reitter (2015) argue that Danescu-Niculescu-Mizil
et al. (2012) failed to properly control for utterance
length. As a result, what was primarily a coordina-
tion in utterance lengths was falsely attributed to
coordination in function-word counts. After con-
trolling for utterance length, function word syn-
chrony greatly decreased and its relationship with
status was no longer present.

Although length has only been discussed as
a confounder within the context of Danescu-
Niculescu-Mizil et al. (2012)’s work, this critique
can be reasonably applied to a number of other
methods. Approaches taken by Niederhoffer and
Pennebaker (2002); Nenkova et al. (2008) and
Doyle and Frank (2016) operate over raw word
counts, leaving them vulnerable to problems of
length-confounding. Luckily, this issue can be
addressed by working with function word rates
(e.g., Ireland and Pennebaker, 2010; Gonzales et al.,
2010; Arnet et al., 2024) or holding utterance



lengths constant when estimating the relationship
between counts (e.g., Xu and Reitter, 2015; Gao
et al., 2015).

Contextual Confounding In addition to con-
founding due to length, additional confounders may
arise due to the context in which speakers interact.3

One such case is homophily, where speakers’ out-
comes (e.g., conversation enjoyment, task success,
choice of interlocutor) and speaking patterns share
a common cause, such as a demographic charac-
teristic. Doyle and Frank (2016) discuss one such
example where an association was drawn between
speed dating success and coordinated language (Ire-
land et al., 2011). Without accounting for potential
confounds, it is unclear whether success is linked to
coordination or whether both variables are caused
by a factor such as common background.

In a similar vein, Gao et al. (2015) design a
test to identify contextual confounding in Danescu-
Niculescu-Mizil et al. (2012)’s work. By random-
izing conversation turns, they argue that all remain-
ing coordination must be due to contextual factors
rather than turn-level influence (synchrony in this
case). Under this assumption, they find that con-
textual confounds were present in one of Danescu-
Niculescu-Mizil et al. (2012)’s two datasets.

E Unified Notation

To describe many methods with a cohesive
framework, we re-use and extend notation from
Guo et al. (2015). Each speaker is indexed by
p ∈ {1, ..., P} and has a set of Np utterances
W p = {W p

1 , ...,W
p
Np}. Each utterance W p

n is
composed of a set of Lp

n words, such that the
nth utterance from speaker p is represented as
W p

n = {wp
0,n...w

p
Lp
n,n

}. Speakers are indexed by p,
utterances are indexed by n, and words are indexed
l. This can be expressed compactly as follows:

W = {{{wp
l,n}

Lp
n

l=1}
Np

n=1}Pp=1

Methods also frequently operate over the
entire collection of words from a particular
utterance or speaker concatenated together. To
represent these cases, we use W p

n to signify the
concatenated string of words for speaker p in
their nth utterance, and W p to represent the
concatenation of all words for the pth speaker. The

3Notably, one of CAT’s earliest impacts was to distinguish
the role of social context from that of interpersonal influence
(Giles et al., 1991).

cardinality of the words in these sets is written as
|W p

n | and |W p| respectively.
A number of methods rely on function word

classes, ck ∈ {ck}Kk=1. We represent the number
of words in a particular utterance W p

n belonging to
a function word class as |W p

n |ck = |{wp
l,n : wp

l,n ∈
ck}|. The percentage of function words in utterance
W p

n belonging to a function word class is repre-
sented as %ckW

p
n = |W p

n |ck/|W
p
n |. Speaker-Level

analogs are represented as |W p|ck and %ckW
p re-

spectively.

F Coordination-Measure Equations

Here, we present some of the methods summarized
in Table 1 in more detail, using the unifying nota-
tion from Appendix E.

LSM Canberra is a similarity measure that
takes in function word rates from two speakers
and reports a normalized similarity between them
(Ireland and Pennebaker, 2010). Below, we show
this measure at the turn-level with inputs W 1

n and
W 2

n , with smoothing constant α; however, this
measure has also been proposed as a sentence and
conversation-level approach.

LSM Canberra = 1− |%ckW
2
n −%ckW

1
n |

%ckW
2
n +%ckW

1
n + α

(9)
LA (Fusaroli) is a metric approach that calcu-

lates the probability that an arbitrary word w in
speaker 1’s n’th turn is also used in speaker 2’s
n’th turn. This is calculated as the difference be-
tween the sets of words in speaker 2 and speaker
1’s n’th turn divided the length of speaker 2’s turn.

LA (Fusaroli) = p(w ∈ W 1
n | w ∈ W 2

n)

=

∑
wl∈W 1

n
1W 2

n
(wl)

|W 2
n |

(10)

Where 1W 2
n
(wl) is an indicator function for

whether speaker 2’s n’th utterance contains the
word wl from speaker 1’s n’th turn W 1

n , and turns
have length greater than zero, by definition.

LA (Wang) is similar to LA (Fusaroli) but addi-
tionally divides by the length of speaker 1’s turn:

LA (Wang) =
p(w ∈ W 2

n | w ∈ W 1
n)

|W 1
n |

=

∑
wl∈W 1

n
1W 2

n
(wl)

|W 1
n | ∗ |W 2

n |
(11)

Subtractive Conditional Probability (SCP) is
an approach that estimates the increase or decrease



in the probability of a speaker p using a function
word in class ck when another speaker p’ has also
done so, relative to speaker p’s baseline.

SCP = p(1ck(W
2
n) | 1ck(W

1
n))− p(1ck(W

2
n))
(12)

where 1ck(W
sp
n ) is an indicator function for

whether speaker p’s n’th utterance contains a word
wn
l belonging to function word class ck:

1ck(W
p
n) := ∃ wn

l ∈ W p
n s.t. wn

l ∈ ck (13)

Regression approaches encompass a wide va-
riety of statistical estimation techniques. In our
classification system, we use this term to describe
discriminative models where a model parameter
serves as the estimator of interest. Xu et al. (2018)
propose one such model that includes a speaker-
level baseline (Appendix B) to capture synchrony:

Reg. Xu: logit(m) = β0 + β11ck(W
sp

n ) (14)

The Perplexity approach from Weise and Levi-
tan (2018) creates a language model using speaker
1’s text, and computes the perplexity of this model’s
predictions on speaker 2’s text. For a given ground-
truth probability distribution and corresponding es-
timator of this probability distribution, perplexity
is a mathematical equation expressing how well the
estimator predicts samples from the ground-truth
distribution. High perplexity indicates high uncer-
tainty of the model with respect to the data. Thus,
a high perplexity in Weise and Levitan (2018)’s set-
ting indicates that a model learned from speaker 1’s
text does not provide a good estimate for speaker
2’s text.

The Hawkes Process is a self-exciting model
where the probability of q events at time t depends
on rate parameter λ, which itself depends on the
number of events in each of the previous time steps.
Guo et al. (2015) build a model of mutual exci-
tation between speakers such that the distribution
of words used by speaker p at time t’ depends on
the distribution of words used by other speakers
at steps t < t′. The parameters of interest in this
model lie within a matrix ρqp estimating the de-
gree of excitation between speakers q and p. By
including appropriate priors, the model becomes
fully generative and is estimated using a Gibbs sam-
pling approach. For the sake of brevity, we refer
the reader to Guo et al. (2015)’s work for further
detail.

The Hierarchical Alignment Model, or HAM,
is a generative model that measures linguistic coor-
dination as the increased probability of speaker 2
using a function word w given that speaker 1 has
done the same. This model includes a chain of
prior distributions allowing the researcher to model
differences in this conditional probability for dif-
ferent group statuses (e.g. high vs. low power) and
types of linguistic markers.


